New Strategy of the Shill: ‘Consistent Moving’*
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Abstract: The collective behavior of a multi-agent system is the macroscopic phenomenon, such as swarm intelligence, flocking, synchronization, pattern formation, etc. This paper addresses the problem of ‘soft-control’: how to coordinate the collective behavior of multi-agent systems where the interaction rules of the already-existing agents can not be re-designed. One possible way to is to add one or a few ‘shills’ which can be designed differently from the normal agent, but is treated as a normal agent by the other normal ones. As a case study, we propose a new strategy for the shill, called ‘consistent moving’, for the purpose of synchronization of the Vicsek’s model. This strategy avoids the limitation of ‘cheating heading’ in previous work. The computer simulation shows that it is possible for a ‘clever’ shill with ‘consistent moving’ strategy can change the collective behavior of a group.
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1 INTRODUCTION

Multi-agent methodology is a natural and popular way to model a system consisting of many locally interacting individuals(units). Collective behavior is the macroscopic phenomenon in the system level, different from the bottom level. It would be very different from what the collection of units would exhibit in the absence of the other units. For examples, phase transition, flocking/schooling/herding [1], pattern formation, swarm intelligence, synchronization, crowd panic [2], locust collective motion [3], group decision [4] and so on.

In a distributed multi-agent system, usually agents interact locally. The set of rules/functions/mechanism describing the interaction between two agents are called ‘local rules’. If the local rule is elaborately designed, the system will show expected and useful function, such as Swarm Intelligence. However, for some systems, the emergent collective behavior is not what we want.

There are at least two ways to intervene in the collective behavior:

1) Re-design the multi-agent system. This intervention is destructive to the system.

For example, re-design the local rule of the agents. Examples are formation control [5] for robots, ant colony algorithm [6], etc. By doing this, this system will self-organize to the desired collective behavior.

Put some special agents into the system, such as leaders [7] [8] and mediators [9], etc. These both require additional abilities of the already-existing normal agents to recognize and interact with the special ones.

2) Keep the current system and the intervention is non-destructive. Of all MAs, some systems can not be re-designed, nor can the local rules of the existing agents be changed. Meanwhile, in these decentralized systems there is no central controller who sends orders to agents, no global parameter to adjust to change the collective behavior. In this case, how do we intervene in the system and guide the collective behavior? We should search other opportunity to put influence ‘softly’ on the system. For different system, the method would be different.

The soft-control framework[10] is just for the above problem: add one or a few special agents, called the shill, to allure the other agents in the system. The shill is not like the leader or mediator which is treated differently by normal agents. Obviously leaders have more influence on others. In the nondestructive intervention case, normal agents do not change their way to interact with others after one or some shills are added. For example, when a normal agent 1 interacts with agent 2, agent 1 does not need to know whether agent 2 is a normal agent or a shill. Agent 1 treats agent 2 as a normal one.

The similar idea of soft-control can be found in some approaches: Couzin et.al. [4] study how a few individuals(can be regarded as shills) with information about where to go influence the moving decision of animal groups. In [15], some robotic cockroaches are added to influence the shelter selection of real cockroaches. But in these two approaches, the strategies of shills are very simple. Neither the informed individual nor the robotic cockroach accepts feedback which is crucial to intelligence.

In this paper we approach soft-control with a subtle and ‘clever’ shill by a case study. The multi-agent system we considered is the vicsek’s model, which is widely studied by the physicist and the mathematician and control scientist in the current decade. In this model, each agent moves with a constant speed and its heading is updated based on the average headings of its neighbors(includes itself). It is a simple but nontrivial model, showing rich phenomena, for example, flocking/schooling/herding behavior, strong coupled and dynamical interaction network, phase transition of nonequilibrium system. So far as we know, the sufficient and necessary condition for synchronization is unknown yet. But this does not prevent our approach of intervention to the system even though the theory of self-organized behavior is not fully
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There are some related works of soft-control on the Vicsek’s model. Paper [16] adds a special agent which always maintains the desired moving direction to guide the group based on the linear-Vicsek’s model. They point out that the key point is to maintain the connectivity of union of neighbor graphs consisting of all agents within some contiguous and bounded time intervals. However, they do not provide the algorithm of how the special agent moves to guarantee such connectivity. Liu et al. [24] studied the case of adding numbers of special agents that always moving with the desired direction to guide the group. They give a theoretical proof of the proportion of special agents needed to guide the group. So in their work, a number of ‘simple’ shills are added, instead of a ‘clever’ shill. Their study focuses on the number of shills, not the strategy of the shill. In [10], we see how a shill is added into the system and guide the group to synchronization. A strategy was proposed there, but it has a major problem: the moving direction is not consistent with the heading of the shill. So it is like a ‘jumping’ shill with ‘cheating heading’. Thus it is not a complete algorithm. In this paper, a new strategy called ‘consistent moving’ of the shill is proposed and the above problem is solved. The shill is moving in the direction which is consistent with the heading. It solves a basic problem of how a shill moves from one location to another location without putting negative effects on the group. The computer simulation shows that the system synchronize by using a shill with the new strategy.

This paper is organized as follows. In Section 2 the Vicsek’s model is described and the current study of the self-organize behavior about synchronization is introduced. Then in Section 3, the main part of this paper, the new strategy of the shill to guide the system synchronization is presented. The computer simulations of this new strategy are given in Section 4. We finish with some conclusions and comments of future applications of soft-control in Section 5.

2 THE VICSEK’S MODEL

In 1995, Vicsek et al. introduce a multi-agent model. It is actually a simplified version of the Reynolds’s model [1] which only keeps the alignment local rule - steer towards the average heading of neighboring agents. Two agents are neighboring to each other if the distance between them is not larger than a given constant \( r \). In spite of its simplicity, the self-order motion, a flocking-like cooperative behavior, emerged in this simplified system. It has been recently studied in the areas of physics [11] [12], control [16]- [21], robots [17] and mathematics [22]- [26]. By their efforts, more and more theoretical parts of this model are revealed but many still remain unknown.

In this discrete-time multi-agent system, there are \( n \) agents represented by heading set \( \theta = (\theta_1, \theta_2, \ldots, \theta_n) \) and location set \( X = (X_1, X_2, \ldots, X_n) \), where \( X_i = (x_i, y_i) \in \mathbb{R}^2 \) denotes the \( x \)-coordinate and the \( y \)-coordinate of the location of agent \( i \). They are all moving simultaneously in the two-dimensional space. The velocity of agent \( i \) at time \( t \) is \( v_i(t) = (v \cos(\theta_i(t)), v \sin(\theta_i(t))) \), constructed to have a constant absolute value \( v \) and a heading given by the angle \( \theta_i(t) \in [0, 2\pi) \). Neighbors of agent \( i \) at time \( t \) are those agents which are either in or on a circle of a constant radius \( r \) centered at agent \( i \)’s current position. So the neighborhood is defined as

\[ N_i(t) = \{ j \mid \|X_j(t) - X_i(t)\| \leq r \} \]

Agent \( i \) updates its heading and position according to (noise is ignored in this paper):

\[
\theta_i(t + 1) = \arctan\left( \frac{\sum_{j \in N_i(t)} \sin(\theta_j(t))}{\sum_{j \in N_i(t)} \cos(\theta_j(t))} \right),
\]

\[
X_i(t + 1) = X_i(t) + v_i(t).
\]

So \( \theta_i(t + 1) \) is the angle of the sum of the velocity vectors of neighbors of agent, not simply taking the average of all headings (see footnote 2 and 3 in [10] for details).

The computer simulation of this model shows flocking behavior. Given different initial configurations, the system will exhibit different phenomena: agents soon self-organize to a same heading, i.e., synchronization; agents separate into several groups and never merge together. One of the most important and basic questions is: in what condition, the system will self-organize to the same heading — synchronization? Many scientists have been working on this problem [16] [18]- [26]. Yet, the necessary condition is still unknown. The math behind this model is not trivial because of the nonlinear dynamical relationship although the model seems simple. Knowing more about the self-organized behavior usually will help us to design the intervention method. But this is not necessary before we begin our approach of intervention to the system. We can try to control the system even thought the property of self-organized behavior is not totally understood. Note that this doesn’t mean the model of the system is unknown, nor is global information unknown. In fact in the strategy this paper proposed, the shill knows all information (locations and headings of normal agents) of the system at every time step. In this paper, we try to intervene in the system to guide it to synchronization even though the necessary condition for synchronization of the system is unknown yet. This shows the difference between approaches of self-organization and intervention.

3 DESIGN OF THE SHILL

As we know from the simulation, starting from many initial configurations (initial locations and headings of \( n \) agents) of the Vicsek’s model, agents will not self-organize to a same heading. In this case, how we intervene in and guide the system to synchronization without any destruction to the local rules? Synchronization is an important and basic task for a multi-agent system in many real world applications, such as robots formation. Moreover, once the system synchronizes, usually it is easier to guide the group to turn or move to a destination.

The soft-control idea suggests adding a special agent, called a shill, into the system. The shill will affect a normal agent if it is in the neighborhood of that agent, i.e., distance between them is not larger than \( r \). The strength of the effect of a shill is as same as normal agents. So the power of a shill is limited, but it can dramatically change the collective behavior.
The key question is how we design the strategy/algorithm of the shill. A strategy should include two basic parts:

1. The scheme of target agent selection. How does the shill select the next target agent to affect? What are the criteria?
2. The moving route of the shill from one location to the next target agent location. This is not an obvious problem. Note that if the shill is not always moving with the desired direction, it will have some negative effects on the neighboring normal agents. However, the shill could never get to some places if it can only move with a fixed direction.

In [10], a strategy for the shill called $v_{1,2}$ is proposed to guide the system to synchronize to the direction of $\pi$: in every time step, the shill jumps to the current ‘worst agent’ and affects it with a fixed heading of $\pi$. ‘Worst agent’ is the agent with a heading which is farthest away from $\pi$. This strategy is proved analytically and numerically to lead the asymptotic synchronization of the system if the initial headings of the group belong to $[0, \pi)$. However, there is a major problem in the strategy: the shill is jumping from one location to another with a ‘cheating heading’, because the moving direction is not always consistent with the heading of the shill.

Problem definition: considering the vicsek’s model consisting of $n$ normal agents with initial headings of $(-\pi/2, \pi/2)$ randomly distributed inside a finite size area (a circle with radius $R$), a shill is added to guide all normal agents synchronized to heading angle zero. What is the strategy for the shill?

The basic idea of ‘consistent moving’ for the shill is:

1. Speed of the shill can be higher than the speed of normal agents. Speedup or slowdown is allowed during the time. But there is a maximal shill speed.
2. The shill periodically affects every agent with heading zero. In a period of $M$ steps (or less then $M$ steps), all agents are affected by the shill at least once.
3. When it moves from agent 1 to the next target agent 2, it first moves forward (moves to the right side) with a faster speed with heading zero till it is not in any agent’s neighborhood, then it tries to move to the left side of the next target agent and affects that agent with heading zero (see Fig. 1).
4. It should always keep heading zero if it has neighboring agents; only when it is not in any agent’s neighborhood can it have a non-zero heading. So the effect of the shill to the group is always positive, i.e., making the group more close to heading zero.

3.1 Moving Route
The simplest idea for a shill to move from one location to another target agent location is shown in Fig. 1(a). With a much faster speed the shill can make this kind of route so it will not meet any normal agents during the U-turn even considering the normal agents are moving. Obviously the route of Fig. 1(a) is not very efficient. In fact shorter routes are found and shown in Fig. 1(b). The ‘U-turn’ can go inside the group area with a more ‘aggressive’ path as long as it avoids meeting any normal agents. This shortcut is more subtle in this case. Some heuristics are used in the algorithm of ‘consistent moving’ for this purpose. The detailed idea of how a shill decides its heading at every time step is shown as a state transition diagram in Fig. 2. Explanations of Boolean condition functions for each transition are listed below:

**Affected**: it returns true after the target is affected by the shill.
**TargetAhead**: it returns true if keeps moving with heading zero the shill will hit the target agent.
**Around(k)**: it returns true if after $k$ steps, the neighborhood of the shill will be not empty (i.e., the shill might affect one or some normal agents).
**TargetAboveCentroid**: it returns true if $y_n > \text{avg}.y$. Where $y_n = \text{y-coordinate of the target agent}$, and $\text{avg}.y = (\sum_{y_i} y_i)/n$ is the $y$-coordinate of the centroid of $n$ normal agents.
**TargetUp**: it returns true if the location of the target agent is above the shill.
**TargetLeft**: it returns true if the target agent locates in the shill’s left side.
**AroundArea**: it returns true if it will not hit any normal agent during its movements upwards/downwards to the horizontal position of target $y$. In the case we studied here (i.e., initial headings of all normal agents belong to $(-\pi/2, \pi/2)$), agents need to be considered are inside a triangle area.
otherwise: This is not a specified condition function. It is true if conditions on other transitions from this state are all false. For example, if from state 1, it does not satisfy conditions to transit to state 0 or state 2, it will keep state 1.

The computation of each Boolean condition function is not high. Affected, TargetAhead, TargetAboveCentroid, TargetUp and TargetLeft are very simple. To reduce the computation, Around(k) and AroundTriangleArea are considered in the worst case, because exact prediction is not required in this heuristic. For example, when Around(k) is checked, it is not necessary to simulate the whole system for k steps to see whether after k steps the shill will meet any agent. Instead, we check whether there are agents inside the circle of radius kr.

**Fig. 2** State transition diagram of the moving direction decision of the shill in ‘consistent moving’. The heading of the shill in each state is indicated by the arrow inside the state box. For example, heading of state 0, state 1 and state 5 is zero, while heading of state 2 and state 8 is $-\pi/2$. State 0 is the beginning and ending state, once a target agent is affected, the new loop begins for the next target agent. Loop of state 0 $\leftrightarrow$ 1 $\leftrightarrow$ 2 $\leftrightarrow$ 3 $\leftrightarrow$ 4 $\leftrightarrow$ 0 is for the route bypasses from underneath. Loop of state 0 $\leftrightarrow$ 5 $\leftrightarrow$ 6 $\leftrightarrow$ 7 $\leftrightarrow$ 8 $\rightarrow$ 0 is for the route bypasses from above.

### 3.2 Target Agent Selection Schedule

Another heuristic is about the schedule of selecting target agent in a period. The simplest schedule in a period is to affect agents in a fixed order: 1 $\rightarrow$ 2 $\rightarrow$ 3, $\ldots$, $\rightarrow$ n. But we found from simulations that if an agent shows the trend of moving far away from the group, the shill should select it with high priority. Otherwise the distance will become very large and the shill will have to take much more time to catch up with that agent. So the agent which has the biggest distance growth from the group will be picked up first. The heuristic criteria can be represented as: at time step $t$, agent $j$ satisfies formula (3) is selected.

$$j = \arg \max_{\{\text{affected}, \text{not affected}\}} \left\{ \frac{\|C(t+m) - X_i(t+m)\|}{\|C(t) - X_i(t)\|} \right\}, \quad (3)$$

where $C(t+m)$ and $X_i(t+m)$ are the locations of the group centroid and agent $i$ after $m$ steps. Again, to reduce the computation, approximate prediction of centroid $\hat{C}(t+m)$ and $\hat{X}_i(t+m)$ after $m$ steps are used here. In the simulations, $m$ sets to be 50, which is about the average number of steps for a shill to move from one target agent to the next target agent. For example, the approximation can be:

$$\hat{C}(t+m) = C(t) + \sum_{i=1}^{n} v_i(t)/n \times m,$$

$$\hat{X}_i(t+m) = X_i(t) + v_i(t) \times m.$$ 

In this case, the complexity of the approximation is $O(1)$. So the selection schedule complexity is $O(n)$.

In fact, if agent $j$ is affected by the shill, agents directly or indirectly neighboring to $j$ can be regarded as affected. Obviously, this will shorten the period since a shill may affect several agents in one time step.

### 3.3 The Complete Algorithm

The following roughly shows the idea of the complete algorithm for ‘consistent moving’. After initialization of $n$ normal agents and the shill, the system evolves until it is synchronized, i.e., $\max |\theta_i - \theta^*| = \max |\theta_i - 0| = \max |\theta_i| < \epsilon$. During evolution, normal agents update their heading and position according to formula (1) and (2). Meanwhile, the shill is moving according to the ‘consistent moving’ strategy. Once a target agent is affected, the procedure of target agent selection will return the next target agent from the unaffected-agent set in this period. After all agents are affected, a new period begins. The program will stop when none of the absolute headings is larger than $\epsilon$. For convenience, we denote $X_0(t)$, $V_0(t)$ and $\theta_0(t)$ as the position, absolute value of the velocity and the heading of the shill at time $t$ respectively.

**Procedure main**

0. step=0;

 initialization:

 randomly distribute a shill and $n$ agents with random headings in $(-\pi/2, \pi/2)$;

 $state = 0$; //state in the state transition diagram of Fig.2

 $\theta_0(0) = 0$; //heading of the shill

 $j = target\_agent\_selection$;

 1. while $\max |\theta_i| > \epsilon$ do // check whether the group is synchronized

 2. step = step + 1;

 3. if $j = 0$ then $j = target\_agent\_selection$;

 4. updates $\theta_0(t)$ and $state$ according to the state transition diagram

 if affected=true then $j = 0$;

 5. updates headings and positions of $n$ agents according to formula (1) and (2);

 6. updates position $X_0(t)$ of the shill.

 7. end while.

**Procedure target\_agent\_selection**

1. If unaffected-set=0 then //all agents are affected in this period

 unaffected-set={1, $\cdots$, $n$} // a new period begins
2. select \( j \) from unaffected-set according to formula (3)
3. removes \( j \) from unaffected-set
4. return \( j \)

4 COMPUTER SIMULATIONS

The goal of the computer simulation experiments is to empirically demonstrate that a shill using the strategy of ‘consistent moving’ can efficiently guide the system to synchronization. Specifically, the goal of this section is fourfold:

a) Can it synchronize the system within limited speed? Total number of steps for synchronization\( \max_i |\theta_i| \leq \epsilon \) is measured.

b) Can it move from one agent location to the next target agent location within limited steps? Maximal number of steps from one target agent location to the next target agent location, and maximal number of steps of a period during each run are measured.

c) How do headings of agents change? \( \max_i |\theta_i| \) at each time step during each run are observed.

d) How does the shill speed \( v_s \) affect the performance? For each run, some quantities are measured:

- totalStep — the total number of steps for convergence\( (\max_i |\theta_i| \leq \epsilon) \);
- maxOne — the maximal number of steps for moving from one target agent to the next target agent;
- maxPeriod — the maximal number of steps for a period.

In simulations, the total steps for the shill to affect all agents can be different every time. \( \text{maxPeriod} \) is to measure the maximum during one run. Usually it is much less than the period bound \( M \).

- maxHeading\( (t) \) — \( \max_i |\theta_i(t)| \), the worst heading at every time step.

| Tab. 1 Avg. values of maxOne, maxPeriod and totalStep for \( v_s = 10v \) (10000runs), 20v (100000runs), 30v (100000runs) and \( \infty \) (10000runs). Value in bold font refers the minimum among different \( v_s \) (10v, 20v, 30v), |
|---|---|---|---|---|
| \( v_s \) | \( n=10 \) | \( n=100 \) | \( n=1000 \) | \( n=10000 \) |
| 10v | 9.84 | 24.25 | 170.75 | 10.29 | 182.90 | 288.22 | 27.30 | 1099.05 | 620.44 |
| 20v | 12.12 | 18.09 | 148.27 | 13.82 | 132.13 | 215.78 | 14.06 | 231.06 | 441.74 |
| 30v | 10.20 | 99.41 | 148.55 | 11.49 | 184.45 | 282.39 | 17.59 | 260.13 | 539.79 |
| \( \infty \) | 5.38 | 71.24 | 831.28 | 61.48 | 717.48 | 1027.79 | 9.21 | 1013.12 | 1803.89 |

The simulation results are shown in Table 1. They all tell us that the shill with the ‘consistent moving’ strategy and limited speed can lead the system to converge to synchronization. The shill can move from one agent location to the next target agent location within limited steps.

Table 1 compares the avg. values of maxOne, maxPeriod and totalStep for \( v_s = 10v, 20v, 30v, \) as well as \( \infty \) — the extremely case of very large speed. All minima lie in the row of \( v_s = \infty \). If \( v_s = \infty \) is excluded, almost all minima are related to \( v_s = 30v \), while almost all the maxima are related to \( v_s = 10v \). So we can conclude that higher speed of the shill usually leads to faster convergence. This is consistent with people’s intuition.

Figure 3 shows the convergence trend during evolution. Avg. values for 100,000 runs of \( \max_i |\theta_i(t)| \) are measured at each time step \( t \) and plotted in a log scale. It shows that the system converges very fast in the beginning, i.e., \( \max_i |\theta_i(t)| \) gets very close to zero (about 0.1) within the first 500 steps, and then the speed of convergence slows down. Convergence is slower with larger \( n \). The tail parts of all three different \( n \) are interrupted. This is because not many data are collected in this region since it is far away from the avg. value of totalStep. In many runs, the system has already stopped evolution since it has reached convergence.

5 CONCLUSIONS

This paper is a case study of ‘soft-control’. We proposed a new strategy called ‘consistent moving’ for the shill to coordinate synchronization of a multi-agent system defined by the Vicsek’s model. This new strategy solved the problem of ‘cheating heading in the pervious work. It is the first complete and feasible algorithm for the shill. It is shown to be effective through computer simulations. In fact, by mathematical analysis we can prove (1) the shill can guide all normal agents to a desired heading, and (2) locations of all normal agents can be covered by a circle with a fixed radius at all time steps during the whole evolution. But due to the space limitations, the mathematical proof is omitted.

The ‘consistent moving’ strategy includes a method of how a shill moves from one agent location to another agent location without putting any negative effect on the group. This will be a base of further development of more efficient strategies for the shill, or strategies for other coordination purposes(such as circus movement of group, tracking of desired route, avoid obstacle, etc.) of the Vicsek’s model.

The case study in this paper is to lead the group to heading zero. In fact, the ‘consistent moving’ shill can synchronize the system to any heading, with some minor modifications on the state transition diagram. In fact, the main purpose of this paper not only lies on a new strategy of the shill for a special coordination task of a specific MAS, but also wants to drop a hint and suggest that the idea of soft-control is a potential method for coordination of many MASs as well. In the future, except to further refine the shill strategy for intervention to the Vicsek’s model, we will also consider applications of soft-control in other MASs. Not only man-made systems, but also social systems. For example, soft-control in a multi-player game to intervene in the equilibrium, soft-
control in crowd to avoid panic, etc.

On the other hand, the soft-control idea also provides a possible way for design of man-made MASs. Because totally depending on the locally interacting agents to achieve an expected collective behavior requires a lot of skill in designing the local interaction rule, add a ‘clever’ shill to coordinate the collective behavior will release us from the subtle design. Therefore the complexity of normal agents is also reduced. For example, designing a MAS with large amount of locally interacting microscopic robots aiming to form dynamic specified shape [27] is not easy, because agents have to share information about the whole group through locally interaction. But if an intricate shill is added, those agents may be simpler(thereir interaction rule may be just like the alignment rule in the vicsek’s model). Other possible applications would be helping design of swarm-like algorithms(the ant colony algorithm, the AER algorithm [28] for combinatorial optimization) by adding shill.

Under the framework of soft-control, there are lots of future studies. We hope through continuously investigations, a general theory of soft-control will be built step by step.
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Online supplementary material

Vicsek’s model consists of 30 normal agents. First the video shows the self-organized behavior without shills. As the result, the group does not synchronize. Then a shill using the consistent strategy is added to the group start evolving from the same initial configuration. The shill tries to guide them to direction zero (all move to the right side). Big black circle indicates the initialization area. The normal agent is represented by the little dot with red line pointing to the heading direction. The shill is represented by a little black dot. The arrow indicates the local interaction rule, add a ‘clever’ shill to coordinate the collective behavior. Big black circle indicates the group is represented by a bigger black dot. Under the framework of soft-control, there are lots of future studies. We hope through continuously investigations, a general theory of soft-control will be built step by step.